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Distributed Vector Representations
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Graph Notation

Nodes/Vertices

Edges

G = (V,E)






Graph Neural Networks
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Graph Neural Networks
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Neural Message Passing
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Neural Message Passing

o = =[(@—@)
a8 BR8N
‘ = =f(0—0)
ClC -
Current Neighbor Prepare "Message”
States

g

Current
Node State



Neural Message Passing G
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Neural Message Passing @
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Graph Neural Networks: Message Passing
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GNNs: Synchronous Message Passing (All-to-All) GNNs: Synchronous Message Passing (All-to-All)
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Graph Neural Networks: Output
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Gated GNNs @
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Li et al (2015). Gated graph sequence neural networks.



Kipf et al {2016). Semi-supervised classification with graph convolutional networks.
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Graph Notation (2) — Adjacency Matrix




Graph Notation (2) — Adjacency Matrix




GGNN as Matrix Operation
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Where to use GNN

* Financial Markets
e Search Engines

* Social Networks
e Chemistry

* Knowledge

Graph neural networks are already being used in image and speech recognition. Unstructured, natural
information can potentially be processed more effectively with a GNN than with traditional neural networks.
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